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Project Abstract 

 
 This Trident Project developed a system that is able to detect and produce high 

resolution imagery of unattended items in a crowded scene, such as an airport, using live video 

processing techniques. Video surveillance is commonplace in today’s public areas, but as the 

number of cameras increases, so do the human resources required to monitor them. Additionally, 

current surveillance networks are restricted by the low resolution of their cameras. For example, 

while there is an extensive security camera network in the London Underground, its low 

resolution prevented it from being used to automatically identify the terrorists that entered the 

train stations in July 2005. With this in mind, this project developed a surveillance system that is 

able to autonomously monitor a scene for suspicious events by combining a low resolution 

camera for surveillance (a webcam) with a moving high resolution camera (a 6 mega-pixel 

digital still-frame camera) to provide a greater level of detail. This enhanced capability is used to 

determine whether or not the event is a threat. 

For the purposes of this research, suspicious events were defined as a person leaving a 

piece of luggage unattended for an extended period of time. Initial analysis of the surveillance 

video involved separating the foreground (such as people carrying luggage) from the 

background. In order to do this using live video, an automated algorithm was developed which 

creates a composite background image from a small number of video frames. In the algorithm, 

areas detected as motion were removed from individual frames. These processed frames, which 

represented regions of no motion, were then combined by taking the median value for each pixel 

across all frames. These median values were used to form a composite background image which 

contained only the non-moving parts of the scene (i.e., the background).  
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Once this background was obtained, the system then detected live motion. Using a 

variety of filtering techniques, individual foreground objects were separated from the stationary 

background. These objects were then tracked over time. When an object (for the purposes of this 

research, a moving object was assumed to be a person) divided into two different objects, they 

were then tracked to see if one of the objects remained motionless. In doing so, the system was 

able to detect an “abandonment” event. When such an event occurred, an event timer began to 

determine how long the luggage had been abandoned. If the luggage was left unattended for a 

preset amount of time, the system tagged it for high resolution imaging.  

Once an abandoned item was tagged for high resolution imaging, the system used a 

motorized pan/tilt mount to point the high resolution camera and acquire a high resolution image 

of the item. This image was then sent to a human supervisor for further investigation. The final 

security system can allow a single person to monitor a vast array of camera systems (spanning 

for example, an entire airport) for abandoned luggage or any other pre-defined suspicious event. 

 

Keywords: Biometrics, Motion Detection, Security Camera, Surveillance, Video
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1. The Surveillance Problem 

Video surveillance is extremely common in modern public areas, and as the number of 

cameras increases, so do the number of video feeds to monitor. This places an increasing burden 

on security personnel, as more and more must be assigned to the task of monitoring the videos. 

Additionally, a person is only able to watch so many video feeds at the same time with any sort 

of efficiency, and as with any system involving human monitors, are subject to human error. 

Take for example the London Subway Bombings of July 7th 2005, in which the terrorists passed 

directly in front of several security cameras (Figure 1). Even though the terrorists were on 

several watch lists, and security personnel were in a heightened state of alert, the terrorists were 

allowed free access to the subways, and managed to leave their bags (which contained bombs) 

throughout the London Underground. 

 

 
Figure 1: Terrorists in London Subway on July 7th 2005 (United Kingdom Crown Copyright, available at 
http://news.bbc.co.uk/2/hi/uk_news/politics/4689739.stm) 
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In addition to the fallibility of human monitors, current surveillance networks suffer 

from another major drawback; their low resolution. This severely limits the ability to identify 

threats via automated algorithms, such as the one presented in this report. The low resolution of 

current security systems may also prevent the implementation of covert automated facial 

recognition of people which might have been used to alert security personnel to the presence of 

terrorists in the London Underground. As such, this research has developed a dual camera 

system, which combines a low resolution video camera with a high resolution still-frame camera 

mounted on a moving pan/tilt mount. Combined with supporting application software, this 

allows for automated analysis of video to detect objects of interest and investigate them using the 

high resolution camera.    

 

2. System Components 
 

The low resolution camera is a Logitech Quickcam Pro 5000 (Figure 2). This camera has 

proven ideal for the purpose of surveillance because it combines good resolution (640 x 480 

pixels), fast frame rates (up to 30 frames per second), and a wide field of view (82 degrees) in a 

small robust package.  In this system, the Quickcam is stationary, and surveys an entire area of 

interest at once, continuously monitoring for movement. When movement in the field of view is 

detected, the camera video output is processed for object localization. The Quickcam interfaces 

directly with MATLAB (a high-performance programming language for technical computing) 

running on a Personal Computer (PC) via a Universal Serial Bus (USB) cable, which allows for 

quick processing of the video feed.  
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Figure 2: Logitech Quickcam Pro 5000 (from Logitech at http://www.logitech.com/) 

The high resolution camera consists of a 6 mega-pixel (a mega-pixel is one million 

pixels) Canon Powershot S3IS (Figure 3). This camera was chosen because of its good low-light 

performance and motorized zoom. The twelve-times optical zoom is extremely fast, and can be 

controlled remotely, allowing for imaging of small objects at relatively long distances. The 

camera is mounted on a high speed pan/tilt mount for pointing, and comes with a Software 

Development Kit (SDK) which allows for remote control of the camera over a USB cable. 

 

 
Figure 3: Canon PowerShot S3IS (from Canon USA at http://www.usa.canon.com/) 

 
A pan/tilt mount is a device that can interpret input digital signals to control its position 

in all three dimensions. This project uses a Directed Perception PTU-D46-17 pan/tilt mount 

which can pan (left/right) a full 360 degrees and tilt (up/down) 180 degrees, at speeds of over 

300 degrees per second. The mount (Figure 4) allows for fast, stable, and accurate pointing of the 

high resolution camera. The pan/tilt mount is controlled through the serial port of the PC, and 

can be commanded directly from a Graphical User Interface (GUI) using the serial port 
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functionality built into MATLAB. The GUI portion of the system and its control of the 

system’s hardware components is described in the next section. 

 

 
Figure 4: Directed Perception Pan/Tilt Mount (from Directed Perception at http://www.dperception.com/) 

 

3. Interfacing of Components 
 

The first major hurdle in developing a system that combines various off-the-shelf 

components into a single working unit is interfacing. Both the high resolution camera and the 

pan/tilt mount required separate controls to be developed in order to meet their desired 

functionality. This was accomplished in MATLAB.  

Control of the Pan/Tilt mount was accomplished using the computer’s serial port. The 

serial port is used to send commands from MATLAB to the pan/tilt mount’s controller, and 

allows control of both the movement of the mount and all of its settings, such as slew rate 

(maximum turning rate) and acceleration. The commands to move the pan/tilt mount which serve 

to point the high resolution camera are based on the location of the objects in the view of the low 

resolution webcam. 

Controlling the Canon Powershot high resolution camera proved to be much more 

difficult. The primary reason for this is that the Canon SDK, which provides a basic framework 

for communicating with their cameras, was written in the C programming language. In order to 
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use the camera, all of the control functions had to be ported into MATLAB using MEX files. 

MEX files are a specific type of MATLAB file which are written in C, but can compile and run 

in MATLAB. MEX files for initializing the camera, changing camera settings, and controlling 

the shutter were created. But the actual transfer of images from the high resolution camera to the 

computer over the USB cable proved problematic, as the Canon framework for doing this could 

not be ported into MATLAB. As such, new functions were written in C which transferred the 

image data from the camera over the USB cable in individual packets instead of one large file 

transfer. Packet sizes in initial testing were limited to only 1024 bytes, which resulted in very 

poor transfer speeds for images (upwards of 5 seconds). After several adjustments and revisions 

to the transfer protocol, 128 kilobyte packets were used successfully, which increased transfer 

speeds substantially (approximately one second for a one megabyte image). The complete 

assembled system can be seen in Figure 5. 

 

Figure 5: The Assembled System 
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 The entire system is controlled using a MATLAB GUI that was compiled into a 

standard Windows executable file for faster execution speed. The GUI, shown in Figure 6, 

allows a human operator to control all of the system components using a single interface. It 

allows the operator to adjust settings for each component, view the low resolution video feed, 

view a graphical representation of the object tracking algorithm, and view any high resolution 

images acquired. The GUI has built-in options to allow for the control of several camera systems 

at once; this allows for the control of an entire surveillance network from one central computer. 

A detailed description of the GUI’s functionality is contained in Appendix A, and the algorithms 

that run the controls are described in the following sections. 

 
Figure 6: Graphical User Interface 
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4. Composite Background Creation 
 

One approach to detecting abandoned luggage in a video frame is to compare the frame 

to an image of the same scene that has no abandoned luggage in it (the background). The first 

element necessary for accurate analysis of a live surveillance feed was therefore the creation of 

an accurate background image. This is easy in a laboratory, where one can simply clear the area 

of people and other foreground objects. Unfortunately, in real world applications it can be 

difficult, if not impossible, to clear an area in order to get a background image. Additionally, 

even if one clears an area and obtains an accurate background image when a camera is installed, 

any changes in the background (such as a light burning out, or furniture being moved) can 

severely degrade the system’s ability to separate foreground from background. There are several 

methods that have been developed to create composite backgrounds, most common of which are 

Kalman filtering [1] and mixture of Gaussians [2]. For the purposes of this research, none of 

these techniques were computationally efficient enough for real-time applications, so a new 

technique was developed that is far more efficient while still attaining equal, if not better, levels 

of accuracy. With this in mind, this research has developed a robust algorithm which is able to 

take live video and dynamically create a “composite” background image (Figure 7). Using this 

algorithm, a background can be created even with people present in the field of view of the 

camera. Additionally, because the algorithm works quickly and can be applied to live video, it 

can be used to periodically update the background image automatically to account for any 

changes to the background. 
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Figure 7: Composite Background Creation Algorithm 

 

The first step in the background creation is simple frame-to-frame differencing and 

thresholding to detect regions that contain movement. Thresholding creates a binary image (or 

mask) with values of zero or one in every pixel location, where zero corresponds to motion and 

one to motionless (background). Threshold values for creation of the binary image are calculated 

using Otsu’s method [3]. This difference mask is then processed with binary morphology 

(dilation) to account for noise in the thresholding and reduce the possibility of missing actual 

motion. Noise occurs naturally, since lighting conditions vary continually over time, even when 

humans perceive constant illumination. Under electrical lighting, this is due in variations in the 

electric power source. The mask is then multiplied by the current video frame to create a 

motionless image frame, which contains only background areas, and is then stored. This process 

is repeated until every pixel location has at least five “motionless” values. Once the array of 
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motionless images is created the median value for each pixel is calculated, and used to form 

the final composite background image. In testing this composite background creation process 

was shown to take generally about 4 seconds (at 15 frames per second) for normal surveillance 

video clips. An example of the background creation is shown in Figure 8. The surveillance clip 

used comes from a London train station, filmed for the “Performance Evaluation of Tracking and 

Surveillance Conference 2006” (PETS 2006) [4]. The composite background image is then used 

in detecting and segmenting the foreground for follow-on video.  

 
    

 
Figure 8: Example of Background Creation Using Live Video Frames 

 

5. Foreground Segmentation 
 

Once a composite background image is created, foreground segmentation is possible. 

This is accomplished using the algorithm shown in the block diagram of Figure 9. The first step 

in the process is differencing and thresholding both the current video frame and the previous 

frame with the background image to create binary masks, where binary 1 represents regions not 

in the background. These masks are then filtered using a majority filter and then morphologically 

closed. This majority filter operates in a 3-by-3 neighborhood around each pixel in each binary 

mask, and sets that pixel to a value of one if there are five or more ones in its neighborhood 

(otherwise it sets the pixel to zero) [5]. These two different masks (derived from the current and 
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previous video frames) are then combined using a logical AND function to create a foreground 

mask.  

 

 
Figure 9: Foreground Segmentation Algorithm 

 
This process of combining the current frame with the previous frame was shown to be 

extremely effective in testing, and resulted in more accurate segmentation results than could be 

attained by using only the current frame. An example of the foreground segmentation process 

applied to the PETS 2006 data set is shown in Figure 10. Once the foreground mask is obtained, 

the algorithm moves on to the next stage, object tracking.  
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Figure 10: Example of Foreground Segmentation in London Train Station 

Upper Left: Input video frame.  
Upper Right: Cutout showing foreground segmented.  
Lower Left: Foreground mask applied to background frame.  
Lower Right: Binary foreground mask. 

 
6. Object Tracking 
 

The final stage of the algorithm (shown in Figure 11) is the actual tracking of foreground 

objects. Foreground objects consist of regions of contiguous binary 1’s in the foreground mask. 

The size and center of each of these regions is calculated, and compared with the objects present 

in the previous iteration. If an object is “new”, it is stored in an object structure. An object 

structure is a block of data which contains all the pertinent information about a particular object, 

such as size, location and speed. In testing, new objects were detected when either people entered 
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the scene, a group of people separated, or a person and their luggage separated. If an object 

was present in the previous frame and is present in the current frame, its statistics are updated 

and its motion vector (direction and speed) is calculated. This motion vector is used to determine 

if an object is idle; if the object remains idle for longer than a threshold time t, it is queued for 

imaging using the high resolution camera. For this research, the threshold time t was defined as 

15 seconds. 

 

Figure 11: Foreground Object Tracking 

In testing, it was shown that people standing still were rarely detected as “idle” because 

even if a person is not moving, they are seldom, if ever, perfectly still. Abandoned luggage on 

the other hand was detected with a great degree of reliability, because unlike people, it is 

perfectly motionless for significant amounts of time. When an object is queued for high 

resolution imaging, its size is used to determine the zoom applied to the high resolution camera, 

and its coordinates are passed to the pan/tilt mount to point the camera. An example of a frame 

from the object tracking process is shown in Figure 12. 
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Figure 12: Example of Object Tracking 

Upper Left: Visual representation of object tracking, non-idle objects shown as green boxes.  
Upper Right: Cutout showing foreground segmented.  
Lower Left: Input video frame.  
Lower Right: Foreground mask 

 
 

 
7. Testing 
 

The first testing conducted was of the background creation algorithm, using previously 

recorded video. Five test scenario movie clips were used, three from the PETS2006 database [2] 

and two from video of public areas recorded at the United States Naval Academy. Each of these 

test scenarios was processed 10 times, with the first test conducted starting at the beginning of 

the clip, the second at 10 seconds, the third at 20 seconds, and so on. The first test was used to 

determine the time it took to calculate the composite background image from the motionless 
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images using either an averaging or median filter. As can be seen in Figure 13, the median 

algorithm took longer in all five scenarios.  

 
Figure 13: Time to Create Composite Background Images 

 
The next tests focused on the accuracy of the background images created in the previous 

testing. Because this research used pre-recorded clips, it was possible to obtain ideal background 

images; each clip contained at least one frame where there were no foreground objects present in 

the field of view. By using these frames as reference, it was possible to test the accuracy of each 

background image created by taking the absolute error of each pixel in the composite 

backgrounds, and averaging them. This accuracy is displayed in Figure 14, which shows the 

average error for the median and averaging algorithms in the five scenarios. It is readily apparent 

that the median algorithm is significantly more accurate in all cases. 
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Figure 14: Accuracy of Background Creation Algorithms 

 

The final stage of testing involved the complete system in staged scenarios. Two testing 

sessions were conducted at the United States Naval Academy, the first in a lecture hall (Rickover 

103) and the second in an auditorium (Mahan Hall Auditorium). The purpose of the test in the 

lecture hall was to determine performance in poor lighting conditions. The auditorium test was 

done to show performance in good lighting conditions, which were achieved by using stage 

lights.  

Both testing sessions followed the same general procedure. The system was set up and 

subjects were instructed to enact several different scenarios. These scenarios ranged from a 

crowd of people walking back and forth, with no baggage abandoned, to having everyone in the 

crowd abandon some type of baggage. Testing results are shown in Figure 15. The quantities 
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measured were: “Correct Detection Rate”; “Average Frames to Acquire Object(s) as Idle”; and 

“False Detections” per test run. The “Correct Detection Rate” is a measure of the percentage of 

abandoned items the system successfully captured in a high resolution image. “Average Frames 

to Acquire Object(s) as Idle” is a measure of the amount of time it took for the system to identify 

that an object has been abandoned (the system ran at 15 frames per second). “False Detections” 

are defined as the system queuing a foreground object for high resolution imaging when it was in 

fact not abandoned luggage.   

LOW LIGHT 
CONDITIONS 

Number 
of Tests 

Run 

Correct 
Detection 

Rate 

Average Frames to 
Acquire Object(s) as 

Idle 
False Detections 

per Test Run  
Nothing Idle, People 
Wandering 2 N/A N/A 1 
1 Person, 1 Drop 2 100.00% 12 0 
Multiple People, 1 Drop 

1 100.00% 10 0 
2 People 2 Drops 

1 100.00% 14.5 0 
Multiple People, 2 Drops 

1 100.00% 15.75 1 
3 People, 3 Drops 

1 100.00% 17 0 
Multiple People, 3 Drops 

1 66.66% 17.25 1 
Multiple People, 8 Drops 

1 62.50% 19 1 
     

GOOD LIGHT 
CONDITIONS 

Number 
of Tests 

Run 

Correct 
Detection 

Rate 

Average Frames to 
Acquire Object(s) as 

Idle 
False Detections 

per Test Run  
Nothing Idle, People 
Wandering 2 N/A N/A 0.5 
1 Person, 1 Drop 3 100.00% 8 0 
Multiple People, 1 Drop 3 100.00% 9 0 
2 People 2 Drops 2 100.00% 12 0 

Multiple People, 2 Drops 2 100.00% 14 0.5 
3 People, 3 Drops 3 100.00% 15.33 0 
Multiple People, 3 Drops 2 100.00% 14 0.5 
Multiple People, 8 Drops 2 87.50% 16 0.5 

Figure 15: Integrated System Testing Results 
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 At the same time, the high resolution images obtained were visually compared to 

determine the effect of lighting conditions on image quality. A sample of this comparison is 

shown in Figure 16 and Figure 17. For reference, these photographs were taken from a distance 

of approximately 50 feet. As can be seen, the low lighting hampered the camera’s ability to focus 

accurately. Some of the blurring apparent in Figure 16 is also due to the slower shutter speed 

needed because of the poor lighting. 

 
Figure 16: High Resolution, Poor Lighting Conditions 

 
Figure 17: High Resolution, Good Lighting Conditions 
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8. Conclusions 
 

One of the primary difficulties in working with an automated security system in the real 

world is that variations in the scenery can cause significant errors. Creating an algorithm that is 

able to adapt itself to any environment presented to it is one of the biggest hurdles to overcome 

in order to create a reliable autonomous security system. This research successfully accomplishes 

this with the background creation algorithm. The system’s ability to rapidly create an accurate 

representation of an “empty” scene allows deployment at any location and immediate use. 

Additionally, the use of temporal differencing in the foreground segmentation algorithm proved 

extremely successful for creating an accurate foreground mask. 

The high resolution camera system proved to be dependable and effective in testing, 

allowing for distant objects that were barely visible in the low resolution video to be 

photographed in great detail. While the objects could not usually be identified in the low 

resolution (webcam) video feed, the high resolution photos could allow a human supervisor to 

determine whether or not they consist of abandoned luggage even at long range. A surveillance 

system could easily be set up using any number of the high/low resolution camera systems, 

covering a large area (such as an entire airport or train station) and monitored by only a single 

supervisor, since they would only need to occasionally examine the high resolution photographs 

flagged as security risks, rather than continuously viewing surveillance videos.  

While the images taken under poor lighting conditions were somewhat out of focus and 

dark, they were still clear enough for an operator to positively identify the object being 

photographed. The images taken in good lighting conditions on the other hand have excellent 

resolution, as can be seen in Figure 17. This photograph, taken from a distance of approximately 

fifty feet, actually allows a human operator to read text on the object. For comparison purposes, 
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the same object as seen in the low resolution video feed from the webcam was nothing more 

than a fuzzy spot, barely ten pixels across. The problems seen in the high resolution images that 

were caused by poor lighting could be solved by using a true single-lens reflex (SLR) camera, 

which, due to the quality of its optics, would have better low-light imaging capability. 

System errors in testing consisted of false detections and missed detections. There were 

two sources of these errors that were encountered. The first was system saturation; this occurred 

in the scenarios involving eight people abandoning luggage. The system was simply unable to 

keep up with the demand put on it by having to track so many people and abandoned items. As 

can be seen in the results table of Figure 15, system saturation occurred with fewer test subjects 

and had a more detrimental effect under low light conditions. In terms of practical applications of 

the system, this saturation is not a significant issue, as it is highly unlikely that one would ever 

encounter a scenario where eight or more bags were being abandoned simultaneously. 

The second type of error, false detection, is more significant. False detection errors were 

primarily caused by large fluctuations in background lighting. This was primarily seen in the 

testing done under poor lighting conditions, due to the fact that when there is not much light to 

begin with, any variation will be perceived as significant. While the algorithms used were 

designed with this in mind, and were for the most part successful, some errors did occur. These 

errors would occasionally result in the foreground segmentation algorithm detecting objects that 

were not actually present. This resulted in the system occasionally taking high resolution images 

when it was not necessary. This issue could be solved in future work by having the system 

update the composite background image more often, or by having it further reduce lighting noise 

by searching for periodic variations.  
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 Because of the versatile nature of the high/low resolution camera combination, future 

work with this system is likely. Issues to be addressed include obtaining more computing power 

to allow for more complex algorithms that still run in real-time, and implementation of several 

security camera systems running together over a network. Additionally, this system could be 

evolved to a biometric identification system, which looks for faces and performs high resolution 

facial recognition. Finally, the algorithms could easily be expanded to look for suspicious events 

besides abandoned luggage, such as the presence of weapons, people running, or fights.  
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Appendix A: Glossary 
 
Complement – A binary operation which replaces all “true” values with “false” values and vice-

versa.  

Dilation – A morphological operation which expands the size of “true” regions. 

Graphical User Interface (GUI) – GUI’s are interfaces which contain graphical elements for 

easy end-user control of a computer algorithm or system. 

Majority Filter – A type of filter that processes pixels in a region of an image and sets the 

center pixel of the region to the dominant value. 

Mask – A type of binary image consisting of only logical values of true or false. In image 

processing, masks are commonly used to eliminate unwanted areas from images (for example, 

regions with false values are removed). 

MATLAB - a numerical computing environment and programming language created by The 

MathWorks.  

Mega-Pixel- A mega-pixel is 1 million pixels, and is a term used not only for the number of 

pixels in an image, but also to express the number of sensor elements of digital cameras. 

MEX-File – MEX stands for MATLAB executable. MEX-files are dynamically linked 

subroutines produced from C/C++ or Fortran source code that, when compiled, can be run from 

within MATLAB in the same way as MATLAB files or built-in functions. 

Morphology - A collection of techniques for digital image processing based on mathematical 

morphology. Since these techniques rely only on the relative ordering of pixel values, not on 

their numerical values, they are especially suited to the processing of binary images and 

grayscale images whose light transfer function is not known. 
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Packet – In digital communications, a packet is a formatted block of information transmitted 

and/or received on a computer network. 

RS-232 – A standard for serial binary data commonly used in computer serial ports. 

Slew Rate – A measurement used for mechanical devices which move in a circle. It refers to the 

number of degrees the device turns in one second.   

Software Development Kit (SDK) – A set of development tools that allows a software engineer 

to create applications for a certain software package, software framework, or hardware platform. 

Universal Serial Bus (USB) - A serial bus standard used to connect hardware devices to a 

computer. 
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Appendix B: Graphical User Interface 
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The MATLAB Graphical User Interface (GUI) was created specifically for this 

research, and allows the user to control all aspects of the system. This appendix details the 

various functions of the GUI. 

Initialize Button – This button initializes the controls for all various parts of the subsystem. It 

sets up the serial port connection to the pan/tilt mount, opens a USB connection and turns 

on the high resolution camera, and opens a USB connection and turns on the webcam. If 

any of these components are not present, it will notify the user of an error. 

Clean Up Button – This button disconnects the various components of the system (in software). 

It can be used if an error occurs to reinitialize the system, and is done automatically when 

the program exits. 

Pan/Tilt Configuration / Control 

Max Speed – This defines the maximum speed the pan/tilt mount will attain as it moves. 

It is defined in degrees/second, and can be set for values from 1-400. 

Acceleration – This defines the maximum acceleration rate the pan/tilt mount will 

achieve as it moves. It can be set for values from 0.1 to 200 degrees per second squared. 

Note: Setting this to a value of over 130 causes significant jarring of the high resolution 

camera, especially for small movements, and is not recommended.  

Base Speed – This defines the base speed of the pan/tilt mount, and should be set to a 

value of 10 degrees/second. Anything higher than this will cause significant jarring on 

small movements and could damage the high resolution camera. 

Query Speeds – This queries the pan/tilt controller for the different speeds listed above, 

and fills the text boxes with the appropriate values. 
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Set Speeds – This sends the speeds shown in the text boxes above it to the pan/tilt 

controller. It will issue a warning if dangerous values are entered, and an error if invalid 

ones are entered. 

Pan/Tilt Motor Response – This dialog box shows all the commands sent to the pan/tilt 

controller, and its machine language responses. It can be used to make sure that any 

commands sent to the mount have been successfully received. 

Pan/Tilt Manual Control – These dialog boxes allow the user to manually control the pan 

and tilt of the mount. Valid values for pan (left right) are from -2800 to 3000, and from 

1500 to -1500 for tilt (up/down).  

Canon Camera Configuration / Control 

Image Size – This defines the size of the image taken by the high resolution camera. The 

three available options are Large (2800 x 2400), Medium (1920x1680) and Small 

(640x480). 

Auto Shutter Release – This allows the algorithms to automatically move and capture 

images of abandoned luggage. As a precaution, ensure that nothing is touching the 

pan/tilt mount when this option is enabled, and that there are no wires that might get 

caught when the mount moves (It can easily cut through them if the acceleration and 

maximum speed values are set on the high end). 

Shutter Release – This manually releases the high resolution camera shutter, and 

downloads the image acquired to the GUI. 

Zoom – This is a manual control for the high resolution camera zoom, and should not be 

tampered with while Auto Shutter Release is enabled. 
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Show Last Still Shot – This displays the last image acquired by the high resolution 

camera in a window in the GUI. 

Open Webcam Preview Button – This opens a window which shows a live video feed from the 

webcam. This button should be pressed before Auto Shutter Release is enabled. 

Start Difference Image Button – This button starts the foreground segmentation and 

background tracking algorithms. Additionally, it opens a window which shows a visual 

representation of what the tracking algorithm is detecting. 
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Appendix C: MATLAB Code 
 
 The following appendix contains listings of the MATLAB code used in the final 

algorithms. Code for the Graphical User Interface is not included for brevity’s sake, but can be 

obtained by contacting the author. 

Buildbackgroundgraymedian.m – This is the function to create the composite background 

image. 

 

%Composite Background Creation  
%Jeremie Papon, 2007 
function backimg = buildbackgroundgraymedian(file) 
  
    %Open the first video frame to get size information about it and 
    %allocate the appropriate amount of memory 
    pic1 = imread(file(1).name); 
    backimg = uint8(zeros(size(pic2,1),size(pic2,2))); 
    picarray = zeros(size(pic2,1),size(pic2,2),330,'int16'); 
     
    for picindex=1:100 
        %Open the video frames to analyze them 
        pic1 = cvcolor_mex(imread(file(picindex).name),'rgb2gray'); 
        pic2 = cvcolor_mex(imread(file(picindex+1).name),'rgb2gray'); 
        %Calculate the Difference Mask  
        diffimg = imabsdiff(pic1,pic2)  ;
        %Threshold the Difference Mask 
        diffimg = graythresh(diffimg); 
        %Do a majority Operation to reduce noise from temporal differences 
        diffimg = bwmorph(diffimg,'majority'); 
        %Dilate the Image to increase areas of movement 
        diffimg = cvlib_mex('dilate',diffimg,6); 
        %Multiply by -2 so all moving areas are negative 
        tempimg = int16(diffimg .* (-2)); 
        %Add one so movement in -1 and movement is 1 
        tempimg = tempimg + 1; 
        %Multiply Difference mask by video frame 
        temp = int16(int16(pic1) .* tempimg); 
        %Add the result into the motionless structure 
        picarray(:,:,picarrayindex) = int16(temp(:,:)); 
         
         
    end 
  
  
%Cycle through each (x,y) pixel location 
    for x = 1: size(pic2,1) 
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        for y = 1: size(pic2,2) 
            %Find all values for this location that were motionless 
            tempvals = picarray(x,y,find(picarray(x,y,:)>=0)); 
            %Set the background value for this location to the median of 
            %all motionless values for this location 
            if(size(tempvals)>0) 
                backimg(x,y) = uint8(median(tempvals)); 
            else 
                backimg(x,y) = 0; 
            end 
       nd  e
    end 
     
 
Subwaydemo.m – This file shows a demo of the foreground segmentation and object tracking 

algorithms. 

%Foreground Segmentation and Object Tracking Demo 
%Created by Jeremie Papon, 2007 
  
%Initialize Tracking Structure 
objectlist = 
struct('XbyY',{},'WbyH',{},'idleframes',{},'speed',{},'color',{}); 
%Set Various Thresholds 
SPEEDTHR = 2.0; 
DISTTHR = 40; 
SIZETHR = 30; 
%Initialize Morphological Mask 
SE = strel('square',10); 
  
%Open the PETS2006 Data Set and Read it into memory 
    dos('dir /B c:\papon\SubwayData\s7-t6-b\video\pets2006\s7-t6-b\3\*.jpeg > 
filelist.txt'); 
    fid=fopen('filelist.txt'); 
    index=1; 
        while ~feof(fid) 
          file(index).name = ['c:\papon\SubwayData\s7-t6-b\video\pets2006\s7-
t6-b\3\' fgetl(fid)]; 
          index=index+1; 
        end 
    fclose(fid); 
    index = index -1; 
  
%Call Composite Background Creation Function 
backim = buildbackgroundgraymedian(file); 
background = backim; 
background = imresize(background,.5); 
    %Read in first frame, Convert to Grayscale, and Reduce it in Size 
    newframecolor = imread(file(1).name); 
    newframe = cvcolor_mex(newframecolor,'rgb2gray'); 
    newframe = imresize(newframe,.5); 
    %Create the "old" background difference mask  
    oldbackdiff = imabsdiff(background,newframe)>20; 
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    for n = 2: size(file) 
        %Clear the Deletion Array for Tracked Objects 
        deletearray = logical(ones(size(objectlist))); 
        %Read in the next frame, convert to grayscale, and resize it 
        newframecolor = imread(file(n).name); 
        newframe = cvcolor_mex(newframecolor,'rgb2gray'); 
        newframe = imresize(newframe,.5); 
        %Create the "new" background difference mask 
        newbackdiff = imabsdiff(background,newframe)>20; 
        %Determine where the two background differences are both 1 (and AND)        
        backdiff = oldbackdiff + newbackdiff > 1; 
        %Set the "old" background difference to the new one 
        oldbackdiff = newbackdiff; 
        %Perform a Majority Operation on the difference mask 
        backdiff = bwmorph(backdiff,'majority'); 
        %Perform the morphological closing operation on the difference mask 
        backdiff = imclose(backdiff,SE); 
         
        %Create a label matrix for the foreground mask 
        labelmat = bwlabel(backdiff,4); 
        %Find the contiguous regions in the mask 
        stats= regionprops(labelmat,'BoundingBox'); 
         
        %This Loop Cycles through all of the found objects 
        for boxes = 1: size(stats,1) 
            %Read location and size information 
            Xloc = stats(boxes).BoundingBox(1); 
            Yloc = stats(boxes).BoundingBox(2); 
            Width = stats(boxes).BoundingBox(3); 
            Height = stats(boxes).BoundingBox(4); 
            newobject = 1; 
            %This cycles through all old objects 
            for index = 1:size(objectlist,2) 
                Xdist = abs(Xloc - objectlist{index}.XbyY(1)); 
                Ydist = abs(Yloc - objectlist{index}.XbyY(2)); 
                Widthdiff = abs(Width - objectlist{index}.WbyH(1)); 
                Heightdiff = abs(Height - objectlist{index}.WbyH(2)); 
                %Find if the current object is the same as an old object 
                if((Xdist + Ydist) < DISTTHR && (Widthdiff + Heightdiff < 
SIZETHR)) 
                    objectlist{index}.WbyH = [Width Height]; 
                    objectlist{index}.XbyY = [Xloc Yloc]; 
                    objectlist{index}.speed =(objectlist{index}.speed+ 
sqrt((Xdist)^2 + (Ydist)^2))/2; 
                    %If it is and old object, Check to see if Idle 
                    if(objectlist{index}.speed < SPEEDTHR) 
                        objectlist{index}.idleframes = 
objectlist{index}.idleframes + 1; 
                        if(objectlist{index}.idleframes > 15 && 
objectlist{index}.idleframes < 25) 
                            objectlist{index}.color = 'y'; 
                        elseif(objectlist{index}.idleframes > 24) 
                            objectlist{index}.color = 'r'; 
                        end 
                    else 
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                        objectlist{index}.idleframes = 0; 
                        objectlist{index}.color = 'g'; 
                    end 
                    %Dont Delete This Object 
                    deletearray(index) = 0; 
                    %Not a new Object  
                    newobject = 0; 
                   reak;  b
                end 
            end 
            %Create a New Object if no old objects matched this one              
            if(newobject) 
                newobj = size(objectlist,2)+1; 
                objectlist{newobj}.XbyY = [Xloc Yloc]; 
                objectlist{newobj}.WbyH = [Width Height]; 
                objectlist{newobj}.idleframes = 0; 
                objectlist{newobj}.speed = 0.1; 
                objectlist{newobj}.color = 'g'; 
                deletearray(newobj) = 0;       
           nd  e
        end 
        %Delete all objects from the object list that were not scene this 
        %iteration 
        objectlist(deletearray) = []; 
         
        %This Creates the four paned movie output showing the various parts 
        %of the algorithms 
         movieimg = uint8(zeros(size(background,1)*2,size(background,2)*2)); 
         movieimg(1:size(background,1),1:size(background,2)) = background; 
         
movieimg(1:size(background,1),size(background,2)+1:size(background,2)*2) = 
uint8(oldbackdiff)*255; 
         
movieimg(size(background,1)+1:size(background,1)*2,size(background,2)+1:size(
background,2)*2) = uint8(backdiff)*255; 
         
movieimg(size(background,1)+1:size(background,1)*2,1:size(background,2)) = 
newframe; 
         imshow(movieimg); 
          for index = 1:size(objectlist,2) 
              
rectangle('Position',[objectlist{index}.XbyY(1),objectlist{index}.XbyY(2),obj
ectlist{index}.WbyH(1),objectlist{index}.WbyH(2)],'FaceColor',objectlist{inde
x}.color,'EdgeColor',objectlist{index}.color) 
              
text(objectlist{index}.XbyY(1)+floor(objectlist{index}.WbyH(1)/3),objectlist{
index}.XbyY(2)+floor(objectlist{index}.WbyH(2)/3),num2str(objectlist{index}.i
dleframes)) 
          end 
  
    end 
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Appendix D: Papers Published 

 Two papers were published based on this research. The first was published in the 

Proceedings of the 19th Annual SPIE/IS&T Symposium on Electronic Imaging. The second was 

published in the Proceedings of the 21st National Conference on Undergraduate Research. Both 

papers have been included here. 
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Appendix E: Original Project Report 
  
 Due to unforeseen human subject testing issues, the nature of this Trident Project was 

modified in December 2006. While the hardware and its control functions for the original project 

were able to be used in the new project, the algorithms were not applicable to the new topic. As 

such, the original project report has been included here to document the accomplishments 

achieved during the first semester of the Trident project.  
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